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Abstract—Photoplethysmogram signals are becoming increas-
ingly important for the detection of abnormalities in patients.
Peak detection plays a significant role in diagnosis and monitoring
using PPG signals. Although a copious number of methods are
available for peak detection, none of them consider an online
processing of the signal. In this paper we propose an online
peak detection algorithm that tries to mimic the human cognitive
model using a three-layered feedforward neural network trained
using online sequential learning algorithm. The signals are pro-
cessed sequentially without pre-processing or feature extraction,
and result in an almost instantaneous detection of peaks.

I. INTRODUCTION

Photoplethysmogram (PPG) is an optically obtained signal

that provides information about the changes in the blood

volume in the micro-vascular tissue bed. These signals are

recorded by placing electrodes on the skin surface of periph-

eral body sites such as finger and ear-lobe. The PPG signal

is useful for monitoring heart rate, cardiac cycles, respiration,

depth of anaesthesia, and hypo- and hyper-volemia. Parameters

like pulse transmit time and pulse wave velocity obtained from

the systolic peaks of the PPG signal are used in determining

important parameters pertaining to the health of a patient; these

include blood pressure [1], stiffness of the arteries [2], left

ventricular ejection time, left ventricular pre-ejection period

[3], and blood in surgical operation [4]. The objective of this

paper is to propose a novel technique to detect and locate the

peaks in a PPG signal.

Whilst a number of researchers have dealt with Electrocar-

diogram (ECG) signal analysis and QRS complex detection,

there appears to be very little work on the peak detection

of PPG signals. QRS complex detection is based on the

impulsive nature of the signal. In contrast, PPG signals — as

can be observed from Fig. 1 — has characteristics that bear

resemblance to a sinusoidal signal. In this paper, we exploit

this to arrive at a peak detection technique.

There are a variety of methods to detect peaks. These

include the conventional window threshold technique [5], [6];

the use of transforms such as wavelet or Hilbert transforms

[7], [8]; Kalman or nonlinear filtering [9], [10]; and, hidden

Markov models [11]. In [12], the author iteratively determines

the autocorrelation sequence to detect regions of interest and

thresholds to detect peaks. By adapting the segment lengths

and comparing maximum points of consecutive segments
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Fig. 1. A sample photoplethysmogram signal.

peaks of PPG signals are detected in [13]. Artificial neural

networks were used in [14] and [15], and clustering techniques

in [16]. The authors in [17] present an automatic multiscale-

based peak detection algorithm.

Thus, despite a profusion of algorithms, they typically

involve pre-processing and feature extraction, and hence com-

putationally rather intensive. Moreover, a fundamental require-

ment for these algorithms is the availability of the entire signal.

Accordingly, these methods consider offline training with the

available data. As seen later in the sequel, the proposed

algorithm avoids these requirements, is online in nature, and

is quite intuitive. From a practical viewpoint, online learning

is better suited for real-time applications. Our focus is on

developing tools and hand-held devices that provide assess-

ment of the health of a patient with minimal energy usage.

Requirements for this include online processing of signals and

algorithms that are computationally less expensive.

In this paper, we present a methodology for detecting

the peaks in a signal by first classifying segments of the

signal into a set of fundamental a priori defined classes. Only
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those segments that contain a peak are further processed to

detect and determine the precise location of the peaks. The

classification is carried out using a feedforward neural network

(FFNN) that is trained using an online sequential learning

algorithm (OSLA). The classification process avoids complex

pre-processing and feature extraction.

The paper is organised as follows: In Section II we discuss

the methodology. The algorithm used to train the FFNN is

presented in Section III. Results on two classes of signals are

provided in Section IV.

II. PEAK DETECTION METHODOLOGY

The proposed technique for detecting peaks is essentially

based on recognising the shape of the graph of a function or

signal. (In what follows, this is referred to as the ‘shape of

a signal.’) In this section, we first describe the method with

the family of signals represented by a finite sum of sinusoids.

Subsequently, we extend the idea to PPG signals, and finally

present a simplified approach for these signals.

Essentially, we exploit the human cognitive process which

does not require the entire signal to be available a priori to

detect and locate a peak. In contrast to conventional methods,

it is able to detect a peak as and when portions of the signal

are shown. In our context, we employ online classification

of segments of a signal and detect the peaks nearly instanta-

neously. Such an approach appears to be novel to the authors’

best knowledge.

A. Peak Detection in Sinusoidal Signals Using Fundamental
Classes Drawn from Sinusoids (PDSS)

Commonly occurring signals in nature are periodic. It is

well-known that these can either be represented by a finite

sum of sinusoids with different frequencies and phases, or

approximated by such a finite sum. A sinusoidal signal has

essentially four shapes as shown in Fig. 2; we refer to them as

the fundamental classes. Class 1 represents the graph wherein

the gradient of the graph is nonnegative and Class 2 represents

the graph wherein the gradient is initially nonnegative and

subsequently nonpositive. Signals belonging to Classes 3 and

4 respectively are merely the reflections about the x-axis of

signals belonging to Classes 1 and 2, respectively.

Obviously, only Class 2 contains a peak, and requires further

processing to locate the peak. The classes 1 through 4 are

respectively denoted C1, C2, C3 and C4. Thus, the principal

idea is to first classify segments of a given signal as belonging

to one of the four classes, C1, C2, C3 or C4. Subsequently,

only those segments belonging to C2 are further processed

to detect the location of the peak. Evidently, the efficiency of

peak detection algorithm is strongly related to the classification

accuracy.

Consider the following family of signals

S =

{
s(t) : s(t) =

m∑
i=0

sinωit, ωi ∈ IR+, m ∈ IN

}
(1)
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Fig. 2. Fundamental classes of a sinusoidal signal.

where IR+ is the set of strictly positive real numbers and IN
is the set of natural numbers. For any s(t) ∈ S, let

sp(t) =

⎧⎨
⎩ s(t), t ∈ [t1, t2]

0, otherwise
(2)

be a segment of s(t). Clearly, for suitably chosen t1 and t2,

the shape of sp(t) belong to one of the Cis. A segmented

portion being classified as belonging to C2 is equivalent to

detecting a peak. Thus, peak detection and location in a signal

belonging to S is achieved by first classifying non-overlapping

segments into the four fundamental classes that are derived

from a sinusoid; we refer to this as PDSS.

The method to automatically choose t1 and t2 in (2) is

not clear a priori. In this paper, we experimentally choose as

follows the segment length L = t2 − t1 which gives the best

classification accuracy: A heuristic is provided by the Nyquist

criteria. The chosen database consists of signals sampled with

a frequency of 450 Hz; accordingly, an approximate value

of L is one-fourth of this sampling frequency, namely, 112.

Further experimentation reveals that a window length of 101

provides acceptable results. Evidently, such experimentation

is restricted to the data required to train the artificial neural

network.

A feedforward neural network is trained to recognise the

four fundamental classes. For faster training and classification

we use a network with a single hidden layer and a sequential

learning algorithm presented in Section III. The raw signals are

shown to the network; i.e., we avoid complex pre-processing

and feature extraction. Once the network is trained, an entire

signal s(t) ∈ S is presented to the network with the samples

shown sequentially. If a segment (or a window) of suitably

chosen length L is classified as C2, it is further considered for

peak detection; the latter is merely obtaining the maximum of
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the samples present in that particular window, and determining

its location. The simulation results are presented in Section IV.

The proposed method for peak detection is clearly on-line and

intuitive, and does not require offline complex pre-processing

and feature extraction.

The manner in which the segments are processed indicates

that more than one segment containing the same peak is

likely to be classified as belonging to C2. This can result

in an increase of the peak count. In order to mitigate such

spurious peak detection, the central position of the segment

is monitored. Only those segments are considered for peak

location and count wherein the maximum value in a particular

segment is located at the central position.

B. Peak Detection in PPG Signals Using Fundamental
Classes Drawn from PPG Signals (PDPP)

As evident from Fig. 1, PPG signals are much more

complicated than sinusoids. Therefore, peak detection in these

signals is not as straightforward as that of sinusoidal signals.

Nonetheless, the idea presented earlier for sinusoidal signals

works as well for PPG signals.

In this paper, we consider the PPG signals available from the

IEEE TBME Respiratory Rate Benchmark data set associated

with [18]. The number of available signals is 42. In our work

we consider the raw signals and we do not consider pre-

processing. The signals are partitioned into segments of length

L. Clearly, the choice of the value of L depends on the signals.

As mentioned earlier, a heuristic is provided by the Nyquist

criteria. Since the sampling frequency is 300 Hz, an initial

guess of the window length is 75. Further experimentation

reveals that L = 81 provides acceptable results. The four
fundamental shapes for PPG signals are shown in Fig. 3. Only

Class 2 is considered to contain a peak. Thus, we use these

four fundamental shapes derived from a PPG signal to classify

segments of PPG signals to determine whether or not there is

a peak; we refer to this as PDPP.

As evident from Fig. 3, effective gradient determination is

not as straightforward as in the case of sinusoids as the graphs

are not sufficiently smooth. To train the neural network we

require class labels for each segment. Towards this, the first

step is to obtain a piecewise linear approximation from the

samples. (This makes the signal smoother to some extent and

is an attempt to avoid spurious peaks.) The effective slope is

derived from the slopes of the individual slopes of the linear

approximations which are either nonpositive or nonnegative.

The effective slopes of the first and second halves of the

segment determine the class label. Similar to PDSS, we train

a three-layered FFNN with OSLA to classify using these class

labels.

C. Peak Detection in PPG Signals Using Fundamental
Classes Drawn from Sinusoidal Signals (PDPS)

From a human visual standpoint, a peak of a signal is

merely the highest point of a segment of the corresponding

graph. Accordingly, at a certain depth of vision, the second

fundamental shape of a PPG signal shown in Fig. 3 bears a
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Fig. 3. Fundamental shapes of a PPG signal.
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Fig. 4. Visualization of depth of a signal while perceiving it with different
window lengths. The depth is largest in (a) and it is myopic in (c). A
satisfactory depth is given in (b).

close resemblance to a signal belonging to C2 shown in Fig. 2.

In this section, we exploit this resemblance to detect the peaks

in a PPG signal. In other words, we use the fundamental

classes C1 through C4 derived from the sinusoid to classify

segments of a PPG signal; we refer to this as PDPS.

The depth of vision can be quantified in terms of the length

of a segment. The effect of this length is illustrated in Fig. 4.

A larger length increases the depth of vision and encompasses

more than one peak; this is shown in Fig. 4(a). This makes the

peak detection process more complex. In contrast, a myopic

vision as depicted in Fig. 4(c) leads to a situation wherein the
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peak is not detected. However, if the length of the window is

chosen appropriately, a single peak can be observed as evident

from Fig. 4(b), and closely resembles C2. Thus, with a proper

segment length, classification of segments of a very different

signal such as PPG can be carried out using the classifier

of PDSS. We recall that the segment length for PDSS was

experimentally found to be 101. For PDPS, this is the apt

window length.

III. ONLINE SEQUENTIAL LEARNING ALGORITHM

In this paper we consider three-layered feedforward neural

networks (FFNN) with m0 input nodes, m1 neurons in the

hidden layer and m2 output neurons. We denote such a

network as Nm0:m1:m2
. Whilst the hidden layer is nonlinear

with the activation function φ(v) = tanh(v), the output layer
is linear with unity gain. The set of synaptic weights that

connect the input nodes to the hidden layer can be arranged

as an array, denoted W1. Similarly, the synaptic weights that

connect the hidden layer to the output layer is a matrix denoted

W2. From the equations that follow it is obvious that W1 and

W2 have dimensionsm1×(m0+1) and m2×(m1+1), where
the bias has also been taken into account.

The ordered pairs of data are denoted (xk,yd,k), where
xk ∈ IRm0 and yd,k ∈ IRm2 , and k indicates the sample

number. Here, xk is the input to the network and yd,k is the

desired output of the network. The computations in the forward

pass may be summarised as follows:

ȳ1,k = φ (W1y0,k) (3)

y2,k = W2y1,k (4)

where

y0,k
Δ
=

⎛
⎝ 1

xk

⎞
⎠ , y1,k

Δ
=

⎛
⎝ 1

ȳk

⎞
⎠ .

In the online sequential learning algorithm (OSLA), the

weight matrix W1 is initialised randomly and the weight

matrix W2 is set to a zero matrix. Subsequently, the weight

matrix W2 is updated as follows: For k ≥ 0,

Pk+1 = Pk −
Pky1,k+1y

T
1,k+1Pk

1 + yT
1,k+1Pky1,k+1

(5)

W2,k+1 = W2,k + ek+1y
T
1,k+1Pk+1 (6)

where the error in the a priori estimate

ek+1
Δ
= yd,k+1 − W2,ky1,k+1

and P0 = 1
λ
Im1+1 with Im an identity matrix of dimensions

m × m and λ > 0. Note that the weight matrix W1 is not

updated.

It is quite straightforward to show that the update equations

(5) and (6) correspond to the recursive least squares solution

to the Tikhonov-Phillips functional

J = ‖W2Y1 − Yd‖ + λ‖W2‖, (7)

where λ is also known as the regularisation parameter ([19]–

[21]), and

Y1 =
(

y1,1 y1,2 · · · y1,N

)
Yd =

(
yd,1 yd,2 · · · yd,N

)
Here, it is assumed that the data consists of N pairs of input

and output. The parameter λ provides a trade-off between

minimisation of the training error and the synaptic weights

of the output layer. Clearly, the minimiser of (7) is global.

Comments: (i) In contrast to the back propagation algorithm,
the OSLA converges to the global minimum. Experience

indicates that the convergence of OSLA is faster. It may

be noted, however, that the back propagation algorithm is

applicable to FFNNs with arbitrary number of hidden layers.

(ii) The weight update equations (5) and (6) are similar to

the weight update equations of the online sequential extreme

learning machine (OSELM) proposed in [22], the sequential

version of the extreme learning machine [23]. However, in

contrast to OSELM, the initialisations are quite different.

The different initialisation of OSLA results in much better

performance compared to other sequential forms of learning

including OSELM in the context of system identification and

control [24], [25] and time-series prediction [26].

IV. RESULTS AND DISCUSSIONS

The first set of experiments consists of detecting and lo-

cating the peaks of signals in S using the four fundamental

classes that are extracted from sinusoids and shown in Fig. 2;

i.e., we now present the results related to PDSS described in

Section II-A. The chosen window length is 101. Therefore,

we consider a FFNN with m0 = 101 input nodes. Further,
the number of neurons in the output layer is m2 = 4
since there are four classes. The number of hidden neurons

m1 is experimentally chosen to be 400 based on achieved

classification accuracy. (We denote this network asN
(1)
101:400:4.)

The training set consists of 918, 1092, 908 and 1072 segments

respectively belonging to the classes C1, C2, C3 and C4. The

percentages of correct classification are respectively 95.5, 98.1,

95.4 and 98.5.

The confusion matrix for the training data is shown in

Fig. 5. It may be recalled that the only class of interest from

the viewpoint of peak detection is C2. Of the 1092 segments

that belong to this class, 1071 segments have been correctly

classified resulting in a percentage accuracy of 98.1; 10 of the

segments have been wrongly classified as class C1; and, 11 of

the segments have been wrongly classified as class C3. There

are a total of 3990 segments. Accordingly, the percentage of

segments correctly classified as C2 is 26.8. Similarly, 10 of

the total number of segments have been wrongly classified as

C1 resulting in an approximate percentage of 0.3; and, so on.

These facts correspond to the second row of the confusion

matrix in Fig. 5. In addition to 1071 segments correctly

classified, 27 segments that belong to C1 have been wrongly

classified as C2, and 20 segments that belong to C3 have been

wrongly classified as C2. Thus, there are 1118 segments that
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Fig. 5. Confusion matrix related to classification of signals in S based on
the four fundamental classes; i.e., PDSS.

have been classified as C2. Of these only 1071 are correctly

classified; this corresponds to 95.8%. This is shown as the 2nd

entry of the last row. Amongst all classes, there are a total of

3870 segments correctly classified; this corresponds to 97% of

the total number of segments 3990, and is the overall accuracy

of the classification process. This is the last entry of the last

row in the confusion matrix.

Those segments that belong to class C2 are then passed on to

the peak detector and processed as explained in Section II-A.

These results of peak detection are shown in Fig. 6(a) and

compared with those obtained by using the findpeaks function
of MATLAB which are shown in Fig. 6(b). Evidently, there is

no difference between the two methods. To quantify this, the

accuracy of detection of peaks in sinusoidal signals with PDSS

is calculated with respect to the output of findpeaks; that is,
the peak detection accuracy (PDA) is the ratio

PDAPDSS =
Number of peaks detected by PDSS

Number of peaks detected by findpeaks
(8)

expressed as a percentage. For PDSS, the PDA is observed

to be 100%. Thus, it can easily be seen that the proposed

technique performs rather well. It may be noted that the

database consists of noise-free signals and hence the peak

detection process using either method is quite straightforward.

Comments: Essentially, the MATLAB function findpeaks
compares neighbouring points and determines all those peaks

that are separated by a minimum distance, and larger than their

neighbours by a threshold. Clearly, this function requires the

a priori availability of the complete signal, and is offline in

nature.

For the experiments related to PDPP and described in

Section II-B, a second feedforward neural network is trained

using the fundamental shapes extracted from the PPG signals
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Fig. 6. Results of peak detection in a sinusoidal signal. (a) Using the built-in
function findpeaks. (b) Using the proposed algorithm PDSS.
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Fig. 7. Confusion matrix related to classification of PPG signals based on
the four fundamental shapes; i.e., PDPP.

and shown in Fig. 3. As explained in Section II-B, the window

length that provides the best classification accuracy is 81.

Moreover, the number of hidden neurons is experimentally

chosen to be 400. Thus, for this network,m0 = 81,m1 = 400,
and m2 = 5. (We denote this network as N

(2)
81:400:5.) Since the

PPG signals are not as smooth as the previous database of sum

of sinusoids, we add a fifth class which consists of segments

that are anomalous in that they do not reasonably resemble

any of the four fundamental classes. This class is essentially

a set of segments that are to be discarded.

The confusion matrix for segments of PPG classified from
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Fig. 8. Results of peak detection in a PPG signal using the proposed algorithm
PDPP. The results are zoomed in (b).
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Fig. 9. Results of peak detection in a PPG signal using the proposed algorithm
PDPS. The results are zoomed in (b).

the four fundamental shapes extracted from PPG signals is

provided in Fig. 7. (The explanation of this confusion matrix is

similar to that for the confusion matrix shown in Fig. 5.) The

overall classification accuracy is 91.5%. However, the only

class of interest is C2 for which the classification accuracy

is 93.3%. The results of peak detection is shown in Fig. 8.

A magnified version is shown in Fig. 8(b). Evidently, the

proposed algorithm performs satisfactorily. However, not all

the peaks are detected. Indeed the value of the metric PDA

as determined from (8) (with PDSS replaced by PDPP) is

91.38%, averaged over all the signals in the database.
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Fig. 10. Results of peak detection in a PPG signal using (a) PDPP, (b) PDPS,
and (c) findpeaks.

Finally, we detect the peaks in the PPG signal using the

fundamental classes derived from the sinusoidal signal; i.e., we

use the method PDPS described in Section II-C. We emphasise

that we use the same trained network N
(1)
101:400:4 that was

used to classify segments of sinusoidal signals into the four

fundamental classes C1 through C4. Accordingly, there is no

additional training and the network is tested on the set of PPG

signals that this network has not been exposed to a priori.

Clearly, the window length that is used now is 101. This

window length helps to visualise the signal from a particular

depth where it is perceived to be closer to a sinusoid. The

results of peak detection is observed to be satisfactory from

Fig. 9.

The three methods — PDPP, PDPS, and findpeaks — to
detect peaks in a PPG signal are compared in Figures 10 and

11. The latter figure indicates that the proposed methods do

not always detect the peaks. Evidently, the proposed methods

PDPP and PDPS provide results that are comparable to the

MATLAB built-in function findpeaks. The value of the metric
PDA as determined from (8) (with PDSS replaced by PDPS)

is 97.93%, averaged over all the signals in the database. (The

total number of signals in the database is 42.) Evidently,

PDPS provides significantly better detection accuracy when

compared to PDPP. We note that classification in PDPS did

not require additional training of the network; the network that

was trained to classify segments of sinusoidal segments was

used directly on the database of PPG signals.

We now present statistical analysis based on the Wilcoxon

signed rank test. We first compare the classification of seg-

ments using the online sequential learning algorithm with

that of a neural network trained with the back propagation

algorithm. For a 5% significance level, the null hypothesis

failed with a p-value of 0.04. Accordingly, the median of the
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Fig. 11. Results of peak detection in a PPG signal using (a) PDPP, and
(b) PDPS.

distributions corresponding to the algorithms are significantly

different. Indeed, it has been the experience that OSLA pro-

vides better classification accuracies. However, the test failed

to reject the null hypothesis when the three methods for peak

detection — PDSS, PDPP and PDPS — are compared with the

results of findpeaks for the 5% significance level. The respec-
tive p-values are 0.8649, 0.8773 and 0.6557. Therefore, there

is no significant difference between the proposed methods for

peak detection and the findpeaks algorithm. However, in the
context of peak detection of PPG signals, it was observed that

PDPS performed better in terms of the metric PDA.

V. CONCLUSIONS

In this paper we presented a methodology for detecting the

peaks of a noisy complex signal such as PPG using principles

derived from the human cognitive process. Essentially, when

viewed from the proper depth, segments of the signal resemble

the fundamental classes of a sinusoidal signal. Moreover, the

human cognitive process is online and sequential. Accordingly,

the methodology consists of classifying segments of a signal,

and subsequently locates and detects the peak of only those

segments that contain a peak. The classification uses a three-

layered network trained with the online sequential learning

algorithm. No complex pre-processing of signals and feature

extraction are required for the classification process during

training as well as testing. The classification is therefore online

and sequential. Thus, peak detection can be carried out on-the-

fly. The results are comparable with an often-used conventional

peak detection algorithm. Work is in progress to statistically

compare this algorithm with multiple datasets and different

algorithms.
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[13] A. R. Kavsaoğlu, K. Polat, and M. R. Bozkurt, “An innovation peak
detection algorithm for photoplethysmography signals: an adaptive
segmentation method,” Turkish Journal of Electrical Engineering &
Computer Sciences, vol. 24, pp. 1782–1796, 2016.

[14] Q. Xue, Y. H. Hu, and W. J. Tompkins, “Neural-network-based adaptive
matched filtering for QRS detection,” IEEE Transanctions on Biomedical
Engineering, vol. 39, no. 4, pp. 317–329, April 1992.

[15] G. Vijaya, V. Kumar, and H. K. Verma, “ANN-based QRS-complex
analysis of ECG,” Journal of Medical Engineering and Technology,
vol. 22, no. 4, pp. 160–167, 1998.

[16] S. S. Mehta, D. A. Shete, N. S. Lingayat, and V. S. Chouhan, “K-
means algorithm for the detection and delineation of QRS-complexes in
electrocardiogram,” IRBM, vol. 31, no. 1, pp. 48–54, February 2010.

[17] F. Scholkmann, J. Boss, and M. Wolf, “An efficient algorithm for
automatic peak detection in noisy periodic and quasi-periodic signals,”
Algorithms, vol. 5, pp. 588–603, December 2012.

[18] W. Karlen, S. Raman, J. M. Ansermino, and G. A. Dumont,
“Multiparameter respiratory rate estimation from the photoplethysmo-
gram,” IEEE Transactions on Biomedical Engineering, vol. 60, pp.
1946–1953, July 2013, www.capnobase.org/database/pulse-oximeter-
ieee-tbme-benchmark/.

[19] D. Phillips, “A technique for the numerical solution of certain integral
equations of the first kind,” Journal of Association for Computing
Machinery, vol. 9, pp. 84–97, 1962.

[20] A. N. Tikhonov, “On solving incorrectly posed problems and method of
regularization,” Doklady Akademii Nauk USSR, vol. 151, pp. 501–504,
1963.

1319



[21] A. N. Tikhonov and V. Y. Arsenin, Solutions of Ill-Posed Problems.
Washington, DC, USA: V. H. Winston & Sons, 1977.

[22] N.-Y. Liang, G.-B. Huang, P. Saratchandran, and N. Sundararajan, “A
fast and accurate online sequential learning algorithm for feedforward
networks,” IEEE Transactions on Neural Networks, vol. 17, pp. 1411–
1423, 2006.

[23] G.-B. Huang, Q.-Y. Zhu, and C.-K. Siew, “Extreme learning machine:
Theory and applications,” Neurocomputing, vol. 70, pp. 489–501, 2006.

[24] K. Subramanian, S. G. Krishnappa, and K. George, “Performance com-
parison of learning algorithms for system identification and control,” in

Proceedings of the 12th IEEE India International Conference (INDICON
2015), New Delhi, India, December 2015.

[25] K. George, K. Subramanian, and N. Seshadhri, “Improving transient
performance in adaptive control of nonlinear systems,” in Proceedings of
the 4th International Conference on Advances in Control and Optimiza-
tion of Dynamical Systems (ACODS16), Tiruchirappali, India, February
2016, pp. 658–663.

[26] K. George and P. Mutalik, “Online time series prediction with meta-
cognition,” in Proceedings of the International Joint Conference on
Neural Networks (IJCNN 2016), Vancouver, BC, Canada, July 2016.

1320



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


